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- If $A \in \mathbf{M}_{n}$, then $W(A)=\left\{x^{*} A x: x \in \mathbb{C}^{n}, x^{*} x=1\right\}$.
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- If $A=\left(\begin{array}{lll}a_{1} & & \\ & a_{2} & \\ & & a_{3}\end{array}\right)$, then $W(A)$ is the triangular disk with vertices $a_{1}, a_{2}, a_{3}$.
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## Proposition

Let $A \in B(H)$.

- $A=\mu I$ if and only if $W(A)=\{\mu\}$;
- $A=A^{*}$ if and only if $W(A) \subseteq \mathbb{R}$;
- $A$ is positive semidefinite if and only if $W(A) \subseteq[0, \infty)$;

Remarks Finding all values $\langle A x, x\rangle$ is difficult.
One may consider $\langle A x, x\rangle$ for some random unit vectors.
Then estimate the probability that $A=\lambda I, A=A^{*}, A \geq 0$, etc.
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- In general, we use the initial state $x_{0}=(1,0, \ldots, 0)^{t}$, and find suitable $U$ and $A$ such that the measurement of $x=U_{0}$ give useful information.
- Many theoretical and implementation issues have to be addressed.
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$$
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This concept was introduced in [Choi, Kribs, Zyczkowski, 2006] for the study of quantum error correction schemes.
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where $P_{V}$ is the orthogonal projection with range space $V$.

- We can always find a basis $\left\{A_{1}, \ldots, A_{k}\right\}$ of $\operatorname{span}\left\{F_{i}^{*} F_{j}: 1 \leq i, j \leq r\right\}$ consisting of Hermitian matrices.
- Then $\mathcal{E}$ has a quantum error correction of dimension $p$ if and only if

$$
\Lambda_{p}\left(A_{1}, \ldots, A_{m}\right) \neq \emptyset
$$

## Some results and problems

- We (Li, Nakahara, Poon, Sze, Tomita, etc.) have used the result to construct quantum error correction for different channels.


## Some results and problems

- We (Li, Nakahara, Poon, Sze, Tomita, etc.) have used the result to construct quantum error correction for different channels.
- In general, the set $\Lambda_{p}\left(A_{1}\right)$ may be empty if $p>m / 2$.


## Some results and problems

- We (Li, Nakahara, Poon, Sze, Tomita, etc.) have used the result to construct quantum error correction for different channels.
- In general, the set $\Lambda_{p}\left(A_{1}\right)$ may be empty if $p>m / 2$.
- If $\Lambda_{\rho}(\mathbf{A})$ is convex, one can derive efficient algorithm to find its elements, and construct quantum error correction codes accordingly.


## Some results and problems

- We (Li, Nakahara, Poon, Sze, Tomita, etc.) have used the result to construct quantum error correction for different channels.
- In general, the set $\Lambda_{p}\left(A_{1}\right)$ may be empty if $p>m / 2$.
- If $\Lambda_{\rho}(\mathbf{A})$ is convex, one can derive efficient algorithm to find its elements, and construct quantum error correction codes accordingly.
- However, one only has convexity if $m \leq 2$.
[Choi et al., 2006], [Woerdeman, 2009], [Li and Sze, 2009]


## Some results and problems

- We (Li, Nakahara, Poon, Sze, Tomita, etc.) have used the result to construct quantum error correction for different channels.
- In general, the set $\Lambda_{p}\left(A_{1}\right)$ may be empty if $p>m / 2$.
- If $\Lambda_{\rho}(\mathbf{A})$ is convex, one can derive efficient algorithm to find its elements, and construct quantum error correction codes accordingly.
- However, one only has convexity if $m \leq 2$.
[Choi et al., 2006], [Woerdeman, 2009], [Li and Sze, 2009]
- The set may not be convex if $m>2$.


## Some results and problems

- We (Li, Nakahara, Poon, Sze, Tomita, etc.) have used the result to construct quantum error correction for different channels.
- In general, the set $\Lambda_{p}\left(A_{1}\right)$ may be empty if $p>m / 2$.
- If $\Lambda_{\rho}(\mathbf{A})$ is convex, one can derive efficient algorithm to find its elements, and construct quantum error correction codes accordingly.
- However, one only has convexity if $m \leq 2$.
[Choi et al., 2006], [Woerdeman, 2009], [Li and Sze, 2009]
- The set may not be convex if $m>2$.
- Open problem Characterize $\mathbf{A}=\left(A_{1}, \ldots, A_{m}\right)$ so that $\Lambda_{p}(\mathbf{A})$ is convex.
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## Theorem [Li,Poon, 2009,2011] and [Li,Poon,Sze, 2009,2012]

Let $A_{1}, \ldots, A_{m} \in B(H)^{m}$ be self-adjoint operators, $p \in \mathbb{N}$, and $N=p(m+2)$.
Suppose $\operatorname{dim} H \geq(N-1)(m+1)^{2}$, which is trivially true if $\operatorname{dim} H=\infty$.
(a) The set $\Lambda_{N}(\mathbf{A})$ is non-empty.
(b) Every element in $\operatorname{conv} \Lambda_{N}(\mathbf{A}) \subseteq \Lambda_{p}(\mathbf{A})$ is a star-center of $\Lambda_{p}(\mathbf{A})$.
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